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|Introduction:

“ In 1897, Guglielmo Marconi first demonstrated radio’s ability pmrovide
continuous contact with ships sailing the English channel.

*

N\
% During the past 10 years, fueled by

% Digital and RF circuit fabricatio mg’ovements

< New VLSI technologies b&
¢ Other miniaturization tech gles

(e.g., passive compoqs S)
% The mobile commurTQations industry has grown by orders of madait

% The trends will continue at an even greater pace during the reesde.



Evolution of Mobile Radio Communications
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Figure 1.1
Figure illustrating the growth of mobile telephony as compared to other popular inventions of this cen:
tury.
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In 1934, AM mobile communication systems for municipal pelradio systems.
“ Vehicle ignition noise was a major problem:
In 1946, FM mobile communications for @flrst public mobidephone service

* Each system used a single, hi hq@wered transmitter and tiewg to cover
distances of over 50 km. Q\

* Used 120 kHz of RF bandw@yl‘n a half-duplex mode. (pushloredease-to-
listen systems.) <

* Large RF bandwidth @%’Iargely due to the technology difficfin mass-
producing tight RF fi@t and low-noise, front-end receiver &figrs.)

In 1950, the channel bandwidth was cut in half to 60kHZ due t@rowed
technology.

By the mid 1960s, the channel bandwidth again was cut to 30 kHZ.

Thus, from WWII to the mid 1960s, the spectrum efficiency wasrmnpd only a
factor of 4 due to the technology advancements.



% Also in 1950s and 1960s, automatic channel truncking was introduced

In IMTS(Improved Mobile Telephone Service.)
+» offering full duplex, auto-dial, auto-trunking
< became saturated quickly N\

2

“ By 1976, has only twelve nels and could only serve 543
customers in New York C&é@f 10 millions populations.

% Cellular radiotelephone 6
s Developed in 1960 ell Lab and others

“ The basic idea is@reuse the channel frequency at a suffidistaince to
Increase the spectrum efficiency.

< But the technology was not available to implement until the [BE970s.
(mainly the microprocessor and DSP technologies.)



“ In 1983, AMPS (Advanced Mobile Phone System, 1S-41) deployed by
Ameritech in Chicago.

% 40 MHz spectrum in 800 MHz band

% 666 channels (+ 166 channels), per Fig 1.2.

* Each duplex channel occupies > 60¢L—Iz (30+30) FDMA to maxamiz
capacity. @.

“* Two cellular providers in eaclg\Q et.
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Reverse Channel Forward Channel

990/ 991| =+ + 11023 [ 12| s+« {799 [990[991] «+«|1023| 1| 2] ees |799

IO\
R AN

X 824-849 MHz @ *869-894 MHz

Channel Num%‘é‘ Center Frequency (MHz)

Reverse Channel 1<N 0.030N + 825.0
990 < % 3 0.030(N — 1023) + 825.0

Forward Channel <799 0.030N +870.0
6 <N <1023 0.030(N - 1023) + 870.0
Channels 800 - 989 are unused)
Figure 1.2

Frequency spectrum allocation for the U.S. cellular radio service. Identically labeled channels in the
two bands form a forward and reverse channel pair used for duplex communication between the base
station and mobile. Note that the forward and reverse channels in each pair are separated by 45 MHz.




< Inlate 1991, U.S. Digital Cellular (USDC, 1S-54) was introduced.
* toreplace AMPS analog channels

* 3 times of capacity due to the use of digital modulation ( D®RS

speech coding, and TDMA technologies. z

4
 could further increase up to 6 times of\Capacity given the ackments of

DSP and speech coding techn%@ S.
“ In mid 1990s, Code Division M&Ie Access (CDMA, 1S-95) was aduced
by Qualcomm. \Q)
** based on spread ?Qrum technology.

% supports 6-20 times of users in 1.25 MHz shared by all the channel
% each associated with a unigue code seguence.

“* operate at much smaller SNR.(FdB)



Table 1.1 Major Mobile Radio Standards in North America

Year of Multiple Frequency Modulia- Channel
Standard Type Introduction Access Band tion Bandwidth
AMPS Cellular 1983 FDMA 824-894 MHz FM 30 kHz
NAMPS Cellular 1992 FDMA 824-894 MHz FM 10 kHz
mt/4-
usDC Cellular 1991 TDMA 824-894 MHz DQPSK 30 kHz
FH/
CDPD Cellular 1993 Packet 824-894N GMSK 30 kHz
<
Cellular/ 824 84 MHz  QPSK/ ‘
1S-95 PCS 1993 CDMA @.Q Hz BPSK 1.25 MHz
g
GSC Paging 1970s Simple( @ Several FSK 12.5 kH~
N
POCSAG Paging 1970s Si% Several FSK 12.5 kHz

FLEX Paging 1993 e%nplex Several 4-FSK 15 kHz

DCS-1900 ’\'
(GSM) PCS 1 TDMA 1.85-1.99 GHz GMSK 200 kHz
Cordless/ TDMA/ T/4-
PACS PCS 994 FDMA 1.85-1.99 GHz DQPSK 300 kHz
MIRS SMR/PCS 1994 TDMA Several 16-QAM 25 kHz
iDen SMR/PCS 1995 TDMA Several 16-QAM 25 kHz

users. In the U.S., the PACS standard, developed by Bellcore and Motorola, is likely to be used
inside oftice buildings as a wireless voice and data telephone system or radio local loop. The
Personal Handyphone System (PHS) standard supports indoor and local loop applications in
Japan. Local loop concepts are explained in Chapter 10.

The world’s first cellular system was implemented by the Nippon Telephone and Telegraph
company (NTT) in Japan. The system, deployed in 1979, uses 600 FM duplex channels (25 kHz
for each one-way link) in the 800 MHz band. In Europe, the Nordic Mobile Telephone system



Table 1.2 Major Mobile Radio Standards in Europe

Standard Type Year of Intro- | Multiple Frequency  [Modula- | Channel
duction Access Band tion Bandwidth
E-TACS |Cellular 1985 FDMA 900 MHz FM 25 kHz
NMT-450 |Cellular 1981 FDMA 450-470 MHz |FM 25 kHz
NMT-900 |Cellular 1986 FDMA 890-960 MHz |FM 12.5 kHz
GSM Cellular 1990 TDMA 890-960 MHz |GMSK | 200 kHz
/PCS
C-450 Cellular 1985 FDMA 450-465 MHz 20 kHz/
. 10 kHz
ERMES |Paging 1993  |FDMA  |Several  NAFSK | 25kHz
CT2 Cordless | 1989  |FDMA  |864-868MHz |GFSK | 100 kHz
DECT Cordless 1993 TDMA ES 0 GFSK 1.728 MHz
Z
DCS- Cordless 1993 TDMA 10-1880 GMSK | 200 kHz
1800 /PCS "MHz

7~
Table 1.3 Major }Qdio Standards in Japan

Standard Type Year o Itiple Frequency Modula- Channel
Introduction J| Access Band tion Bandwidth
498

JTACS  |Cellular FDMA | 860-925 MHz |FM 25 kHz
PDC Cellular 19‘93 TDMA | 810-1501 MHz |w/4- 25 kHz
DQPSK
NTT Cellular 1979 FDMA | 400/800 MHz |FM 25 kHz
NTACS {Cellular 1993 FDMA |843-925MHz |FM 12.5 kHz
NTT Paging 1979 FDMA | 280 MHz FSK 12.5 kHz
NEC Paging 1979 FDMA | Several FSK 10 kHz
PHS Cordless 1993 TDMA | 1895-1907 n/4- 300 kHz
MHz DQPSK




Examples of Mobile Radio Systems

Table 1.4 Wireless Communications System Definitions

Base Station

Control Channel
Forward Channel

Full Duplex
Systems

Half Duplex
Systems

Handoff

Mobhile Station

Mobile Switching
Center

Page
Reverse Channel
Roamer
Simplex Systems
Subscriber

Transceiver

A fixed station in a mobile radio system used for radio communica-
tion with mobile stations. Base stations are located at the center or
on the edge of a coverage region and consist of radio channels and
transmitter and receiver antennas mounted on a tower.

call setup, call request, call
uRrposes.

Radio channels used for transmission
initiation, and other beacon or congr

Radio channel used for transmissi
station to the mobile.

information from the base

L 2
simultaneous two-way commu-

nication. Transmission an tion is typically on two different
channels (FDD) altho, n ordless/PCS systems are using TDD.
s Wwhich allow two-way communication by

nnel for both transmission and reception.
ser can only either transmit or receive infor-

Communication systems whic 1

Communication syst
using the same ra
At any given time,
mation.

%sferring a mobile station from one channel or
other.

base stati
A sta the cellular radio service intended for use while in

The proces

motiop unspecified locations. Mobile stations may be hand-held
persgnabtinits (portables) or installed in vehicles (mobiles).

Swiitching center which coordinates the routing of calls in a large
service area. In a cellular radio system, the MSC connects the cellu-
lar base stations and the mobiles to the PSTN. An MSC is also called
a mobile telephone switching office (MTSO).

A brief message which is broadcast over the entire service area, usu-
ally in a simulecast fashion by many base stations at the same time.
Radio channel used for transmission of information from the mobile
to base station.

A mobile station which operates in a service area (market) other
than that from which service has been subscribed.

Communication systems which provide only one-way communica-
tion.

A user who pays subscription charges for using a mobile communica-
tions system.

A device capable of simultaneously transmitting and receiving radio
signals.




% In FDD,

“* Adevice, called a duplexer, is used inside the subscribéntamnable the

same antenna to be used for simultaneous transmission amtioece

* To facilitate FDD, it is necessary to separate the XMIT and RCVD
frequencies by about 5% of theént@minal RF frequency, so that the
duplexer can provide suﬁigi\&r@isolation while being ipersively
manufactured. 6b‘

. X

% InTDD, Q)
% Only possible with digital transmission format and digitalada&ation.

“* Very sensitive to timing. Consequently, only used for indoosmall area

wireless applications.

13



Paging Systems

Land Line Link
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* Paging receivers are simple and inexpensive, but the tranemisgstem

required is quite sophisticated. (simulcasting)
% designed to provide ultra-reliable coverage, even inside imgi&d

+ Buildings can attenuate radio sigr@s})y 20 or 30 dB, makingliogce of

base station locations diﬁicu@g{he paging companies.

< Small RF bandwidths @used to maximize the signal-to-noite a

each paging receiv@&b low data rates (6400 bps or less) ate use

15



Wireless Local Loop

% In the telephone networks, the circuit between thequer's equipment (e.g.
telephone set) and the local exchange‘iscglledubecriber loop or local loop.

% Copper wire has been used as the n@dtum for localttoppvide voice and
voice-band data services.

% Since 1980s, the demand for munications servagsicreased
explosively. There has be great need for the tdsphone service, i.e. the
plain old telephone servi& OTS) in developing coemst

> Wireless local loop @es two-ways a telephonéesys............

» Wireless local loop intludes cordless access sysiempyietary fixed radio
access system and fixed cellular system. It is at®avk as fixed radio
wireless. This can be in an office or home.

“ Broadband Wireless Access (BWA), Radio In The Loop (RITL), drRadio
Access (FRA) and Fixed Wireless Access (FWA).

D)

L 4

4

D)

L)



Cordless Telephone System

% To Connect a Fixed Base Station to a o:table Cordlasddét

< Early Systems (1980s) have very limité nge of few témeters [within a
House Premises] <

“* Modern Systems [PACS, DEC'E\Q% PCS] can provide &elihmange &
mobility within Urban Centers

6
<
0\

Cordless Handset

Fixed Base

Station

17



0

% Limitations of Simple Mobile Radio Systems

% The Cellular Approach
“ Divides the Entire Service Area into Several Small Cells
** Reuse the Frequency

% Basic Components of a Cellular Telephone System

% Cellular Mobile Phone: A light-weight h *held set which is an outcoofie

the marrlage of Graham BeII S Pla elephone Teldyy [1876] and
Marconi’s Radio Technology [189 hough a vereldelivery but very

cute]

< Base Station A Low Power Tr itter, other Radio Equipment
[Transceivers] plus a small er

“* Mobile Switching Cente;\’ C] /Mobile Telephone Switchim
Office[MTSO]

«* An Interface be Qn Base Stations and the PSTN

% Controls all the Base Stations in the Region and Preséasdser ID and
other Call Parameters

% Atypical MSC can handle up to 100,000 Mobiles, 8000 Simultaneous
Calls

* Handles Handoff Requests, Call Initiation Requests adiigilling &
System Maintenance Functions

18
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< The Cellular Concept

L 4

* RF spectrum is a valuable and scarce.c@qmodity
» RF signals attenuate over distance

» Cellular network divides coverageggd into cells, sached by its own base
station transceiver and antenn

» Low (er) power transmitters u@by BSs; transmission rdeggmines cell
boundary
RF spectrum divided int @s Inct groups of channels
Adjacent cells are (USl@I assigned different chagraips to avoid
interference Q

»» Cells separated by a sufficiently large distancevtocamutual interference can
be assigned the same channel graufrequency reuse among co-channel
cells

L 4

L 4

L 4

J/ J/
000 000

4
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Cellular Systems. Reuse channels to maximize capacity

Geographic region divided into cells

Frequencies/timeslots/ codes reused at spatially-separated
locations.

Co-channel interference between same color :
Base stations/ MTSOs coordinate handoff eontrol functions
Shrinking cell size increases capacity, sa\i as networking burden

A

<
N\

STATION

~ Vs | | MTSO
- ‘

21



Trends in Cellular radio and
Personal Communications

** PCS/PCN: PCS calls for more personalized services whe@dse?ers to
Wireless Networking Concept-any perS@anywhere, apytam make a call
using PC. PCS and PCN terms are @netime used intereliynge

** IEEE 802.11: A standard for cq{@er communicatiomsgusireless
links[inside building].
*** ETSI's 20 Mbps HIPER LAN#Standard for indoor Wirelessvieks

+* IMT-2000 [Internationa ile Telephone-2000 Standafd}G universal,
multi-function, glob mpatible Digital MobilRadio Standard is in
making

+* Satellite-based Cellular Phone Systems

¢ Avery good Chance for Developing Nations to ImprovértGemmunication
Networks
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2.1 Introduction to Cellular Systems

Solves the problem of spectral congestion and user capacity.

Offer very high capacity in alimited spectrum without major
technological changes.

Reuse of radio channel in different ce@\

Enable a fix number of channelst%@rve an arbitrarily large number
of users by reusing the channe&k ughout the coverage region.

9




Hequency Reuse

» Each cellular base station is allocated a group of radio channels within
a small geographic area called a cell.

* Neighboring cells are assigned different @nnel groups.

« Bylimitingthe coverage areato Withi@he boundary of the cell, the
channel groups may be reused to {@e different cells.

. Keep interference levels within@@«erable limits.
* Hequency reuse or freque@lanning
X

* seven groups of chan@LQom Ato G

o footprint of acell - actual radio
coverage

e omni-directional antenna v.s.
directional antenna




Hexagonal geometry has
— exactly six equidistance neighbors

— thelinesjoining the centers of any cell and each of its neighbors are
separated by multiples of 60 degrees.

Only certain cluster sizes and cell layout are possible.
The number of cells per cluster, N, can o@have values which satisfy
N =% +ij + @Q’
A

Co-channel neighborsof ap ular cell, ex, 1I=3 and |=2.

26



Channel Assignment Srategies

Frequency reuse scheme

— Increases capacity

— minimize interference \Q
Channel assignment strategy <

— fixed channel assignment \

— dynamic channel assignme%b‘
Fixed channel assignmept,

— eachcellis aIIocaIec@oredetermined set of voice channel

— any new call atte can only be served by the unused channels

— the call will be blocked if all channelsin that cell are occupied
Dynamic channel assignment

— channels are not allocated to cells permanently.

— allocate channels based on request.

— reduce the likelihood of blocking, increase capacity.

27



2.4 Handoff Srategies

When a mobile moves into a different cell while a conversation isin
progress, the MSCautomatically transfers the call to a new channel
belonging to the new base station. \Q

Handoff operation <
— identifying a new base staIior\\Q
— re-allocating the voice and c&t ol channels with the new base station.
Handoff Threshold @6
— Minimum usable sig@\mr acceptable voice quality (-90dBm to -100dBm)

— Handoff margin AQ P ot — P minmumusg@NNOL be too large or too
small. | |

— If A istoo large, unnecessary handoffs burden the MSC

— If A istoo small, there may be insufficient time to complete handoff
before a call islost.

28



(a) Improper
handoff situation

(b) Proper
handoff situation
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Handoff must ensure that the drop in the measured signal isnot due
to momentary fading and that the mobile is actually moving away
from the serving base station.
Running average measurement of signal strength should be optimized
so that unnecessary handoffs are avoided.

— Depends on the speed at which the véT)i e is moving.

— Seep short term average ->the off should be made quickly

— The speed can be estimatedg:lﬁa the statistics of the received short-term
fading signal at the base

Dwell time: the time ov Ich a call may be maintained within a cell
without handoff. Q)
Dwell time dependson

— propagation

— Interference

— digtance

— Speed

30



Handoff measurement

— Infirst generation analog cellular sysstems, signal strength measurements
are made by the base station and supervised by the MSC

— Insecond generation systems (TDMA), handoff decisions are mobile
assisted, called mobile assisted handoff (MAHO)

Intersystem handoff: If a mobile movesfrom one cellular system to a
different cellular system controlle%{@a different MSC

Handoff requests is much |m[€g‘an han handling a new call.

Qz
O\
Q

31



Practical Handoff Consideration

Different type of users

— High speed users need frequent handoff during a call.

— Low speed users may never need héndoff during a call.
Microcells to provide capacity, %@ SCcan become burdened if high
speed users are constantly passed between very small cells.
Minimize handoff interverpn

— handle the simultan traffic of high speed and low speed users.
Large and small c%gn be located at a single location (umbrella cell)

— different antenna height

— different power level

Cell dragging problem: pedestrian users provide a very strong signal
to the base station

— The user may travel deep within a neighboring cell

32



- Sm_aﬂ microcells for

Large “umbrella” cell for | o low speed traffic -
high speed traffic |




» Handoff for first generation analog cellular systems
— 10 secs handoff time
— Alsinthe order of 6 dBto 12 dB
« Handoff for second generation cellular systems, e.g., GSM
— 1to 2 seconds handoff time s Q
_ mobile assists handoff Q}
— A isinthe order of 0 dBto 6 g,

— Handoff decisions based o gg al strength, co-channel interference, and
adjacent channel interfegk‘e

o 1S95 CDMA spread sp@hm cellular system
— Mobilesshare t @annel In every cell.
— No physical change of channel during handoff

— MSCdecidesthe base station with the best receiving signal asthe service
gtation



Types of Handoffs:

+¢* Hard handoff: “break before make” connection
% Intra and inter-cell handoffs

Hard Handoff between the MSand BSs

35



Cont.

** Soft handoff: “make-before-break” connection.
*¢* Mobile directed handoff.
¢ Multiways and softer handoffs \'Q

Soft Handoff between MS and BSTs

36



Handoff Prioritization:

Two basic methods of handoff pl‘lOI‘ItIZ&tIO\Q re :
% Guard Channels @g

*¢* Queuing of Handoff S‘\\
®6
o\
N\

37



2.5 Interference and System Capacity

« Sourcesof interference

— another mobile in the same cell

— adcall in progressin the neighboring cé@

— other base stations operatingin t @u’ne frequency band

— noncellular system leaks ener %6 the cellular frequency band
e Two major cellular mterfer

— co-channel interferen

— adjacent channel mt@ ence




2.5.1 Co-channel Interference and System

Capacity

Frequency reuse - there are several cells that use the same set of
frequencies

— co-channel cells \Q

— co-channel interference <
To reduce co-channel interfere;@,qéo-channel cell must be separated
by a minimum distance. b‘
When the size of the cell @proximately the same

— co-channel interfere@tsindependent of the transmitted power

— co-channel interfé%’lce isafunction of
* R Radius of the cell
» D: digance to the center of the nearest co-channel cell

Increasing the ratio Q=D/R, the interference is reduced.
Qiscalled the co-channel reuse ratio

39



For a hexagonal geometry

Q= D_ v 3N
R
A small value of Q provides large capa@\y
Alarge value of Qimprovesthe tr Ission quality - smaller level of
co-channel interference <

Atradeoff must be made b en these two objectives

_ Table 2.1 Co-clyq@ql Reuse Ratio for Some Values of N

o g@er Size (N) Co- channel Reuse Ratio{Q)
li=1j=1 3 3 '
i=1,j=2 7 -‘ | 4.58
i=2j=2 12 : | 6
=3 13 | 6.24

i=1,



« Let Iy be the number of co-channel interfering cells. The signal-to-
Interference ratio (3R) for a mobile receiver can be expressed as

S S

i=1 ! . Q
S the desired signal power N\
| interference power caused bytrqgﬁ Interfering co-channel cell

base station &
* The average received power@ba‘t distance d from the transmitting
antennais approximated@

&, close-in reference point
R=R|
d, d,

or froveerenm B |

Pr(dBm):Po(dBm)—lomogdi Fo meastied power 1 y

0
nisthe path loss exponent which ranges between 2 and 4.

41



When the transmission power of each base station isequal, SRfor a
mobile can be approximated as

i=1

Consider only the first layer of interf%@g s
s (D/R" _(Van] .®_6
T T G, e

&

Bxample: AMPSrequires&%SRbe

greater than 18dB

— N should be at least 6.49 for n=4.

— Minimum cluster sizeis7

42



» For hexagonal geometry with 7-cell cluster, with the mobile unit being
at the cell boundary, the signal-to-interference ratio for the worst
case can be approximated as

S R
1 2(D-R)“+(D-R/2)*+(D+ R “+(D+R)*+D*




2.5.2 Adjacent Channel Interference

Adjacent channel interference: interference from adjacent in
frequency to the desired signal.

— Imperfect receiver filters allow nearby@uencies to leak into the
passband @ .
— Performance degrade seriou%{@to near-far effect.

iving filter

response

signa on adjacent channel

desired signal

FILTER .
. interference
interference desired signal j

s

44



Adjacent channel interference can be minimized through careful
filtering and channel assignment.

Keep the frequency separation between each channel in a given cell
aslarge as possible

A channel separation greater than six is aeeded to bring the adjacent
channel interference to an acceptable fevel.

Ensure each mobile transmits the lest power necessary to
maintain a good quality link ortthe Teverse channel

— long battery life 6

— increase SR Q)

— solve the near-far &®Iem

45



Trunking and Grade of Service

*¢* A means for providing access to users on de&nd framtadle pool of channels.

“*With trunking, a small number of channé@can accodat®large number of
random users.

*¢* Telephone companies use trunkin@?eory to determindauof circuits required.

*¢*Trunking theory is about how ulation can be heohly a limited number of
servers. X0

QO

46



Terminology:

** Traffic intensity is measured in Erlangs:

+**One Erlang: traffic in a channel completely o&p@aﬁ Erlang: channel occupied
30 minutes in an hour.

***Grade of Service (GOS): probability th%&all IS bemtkor delayed).
+**Set-Up Time: time to allocate a cha

***Blocked Call: Call that cannot be c%mpleted at timeegfiest due to congestion.
Also referred to as Lost Call. 6

**Holding Time: (H) average tion of typical call.
¢ Load: Traffic intensity ac@s the whole system.
*¢*Request Rate: (1) average number of call requests per unit time.

47



Traffic Measurement (Erlangs)

Jd Traffic per user A, = AH where 1 is the request rate and H
is the holding time.

Jd For U users theloadis A=UA, . Q
N\

d If traffic is trunked in C channel&}@nén the traffic intensity
per channel is A;=UA,/C S‘\\

9

Erlang B: If blocked cal “are cleared (i.e. not queued), then

under some model@ssumptions, the probability of a
blocked call is niven hv the Frlana R mndel:
A

Pr[blocking] = Cjk — GOS8

i
;‘ k!

48



Capacity (Erlangs) for GOS

Number of

Channels C = 0.01 = 0.005 = 0.002 = 0.001
2 0.153 0.105 0.065 0.046
4 0.869 0701 0.533 0.439
5 1.36 1. i’% N 0900 0.762
10 4.46 6@ 3.43 3.09
20 12.0 «‘9& 10.1 0.41
24 15.3 0 142 13.0 12.2
40 oo & 273 257 24.5
70 56.1 53.7 51.0 49.2
100 84. 1 80.9 77.4 75.2

Table 3.4: Capacity of Erlang B System

49
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Example 3.4
How many users can be supported for 0.5% blocking probability for the fol-
lowing number of trunked channels in a blocked calls cleared system? (a) 1,

(b) 5, (c) 10, (d) 20, (e) 100. Assume each user generates 0.1 Erlangs of
traffic.

N\
The required GOS = 0.5%. Each U@Rgenerates 0.1 Erlangs

of traffic.How many usersinab ed channels cleared
system for C =5 channels? s‘\

9
x &

From the chart, with =0.005 and the number of channels
(C)=25:

A (capacity in Erlangs) = 1.13
=>U =A/A,=1.13/0.1 ~ 11 users.
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Example 3.5

An urban area has a population of two million residents. Three competing
trunked mobile networks (systems A, B, and C) provide cellular service in
this area. System A has 394 cells with 19 chapqels each, system B has 98
cells with 57 channels each, and system _CN\tas 49 cells, each with 100
channels. Find the number of users tha be supported at 2% blocking
if each user averages two calls pegéqﬂsur at an average call duration of
three minutes. Assuming that aIIJ;B e trunked systems are operated at
maximum capacity, compute 1Kgpercentage market penetration of each
cellular provider. QO
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Solution
System A

Given:
Probability of blocking = 2% = 0.02
Number of channels per cell used in the system, C =19

Traffic intensity per user, A, = AH =2 % (3/60) = 0.1 Erlangs

For GOS =0.02 and C = 19, from the E’I’P& g B chart, the total

carried traffic, A, is obtained as 12 %ﬁ@g’s

Therefore, the number of users n be supported per cell is
U=A/A,=12/0.1 =120 %

Since there are 394 cells, th% | number of subscribers that can

be supported by System ’A\@ qual to 120 x 394 = 47280

O

System B
Given: Q

Probability of blocking = 2% = 0.02
Number of channels per cell used in the system, C =57
Traffic intensity per user, A, = AH =2 x (3/60) = 0.1 Erlangs
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For GOS = 0.02 and C =57, from the Erlang B chart, the total
carried traffic, A, is obtained as 45 Erlangs.

Therefore, the number of users that can be supported per cell is
U= A/A,=45/0.1 = 450

Since there are 98 cells, the total number of subscribers that can

be supported by Systemn B is equal to 450 :ur@ 44,100

System C
Given:
Frobability of blocking = 2% = 0.
Number of channels per cell u
Traffic intensity per user, Au,—&

For GOS = 0.02 anc@ 100, from the Erlang B chart, the total

carried traffic, A, is obtained as 88 Erlangs.

Therefore, the number of users that can be supported per cell is
U=A/A,=88/0.1 =880

Since there are 49 cells, the total number of subscribers that can be

supported by System C is equal to 880 < 49 = 43,120

in the system, C =100
=2 % (3/60) = 0.1 Erlangs
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Therefore, total number of cellular subscribers that can be supported
by these three systems are 47,280 + 44 100 + 43,120 = 134,500
users.
Since there are two million residents in the given urban area and the
total number of cellular subscribers in Sys A is equal to 47280,
the percentage market penetration is equg
47,280/2,000,000 = 2.36%
Similarly, market penetration of S}g&\& B is equal to
44,100/2,000,000 = 2.205%
and the market penetration of @’?‘em C is equal to
43,120/2,000,000 = 2. 1,%
The market penetratu::-n 0 three systems combined is equal to
134,500/2,000 ,DDU ?25 Yo
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Elang CModel —Blocked callsdeared

s Adifferent type of trunked system queues blocked calls ck&id Calls
Delayed. This is known as an Erlang C @Qdel.

>
<
&
Determine Pr[delay> O]& ablllty of a delay frone tthart.
P

Pr[delay1>t | delay] >
that there is a delay

Pr[delay] >t | delay 1> 0 | =exp[-(C-A)t /H ]
Unconditional Probability of delay >t :

Pr[delay1>t ]| = Pr[delay > O] Pr[delay >t | delay] > O ]
Average delay time D = Pr[delay 0] H/ (C-A)

** Procedure:

000

000

e

*

K/ K/
000 000

&

K/
*

L)

robability that the delay is longer thagitien
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Erlang C Formula

% The likelihood of a call not having |mmed<21\e access to a nbkars determined

by Erlang C formula: \
o
bs‘\\
o2 A
Pr[defay>0]@ A - IA’I‘

S7
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Example 3.7
A hexagonal cell within a four-cell system has a radius of 1.387 km. A total

of 60 channels are used within the entire system. If the load per user is
0.029 Erlangs, and A = 1 call/hour, compute the following for an Erlang C
system that has a 5% probability of a delayed call:

(a) How many users per square Kilometer will this system support?

(b) What is the probability that a de!aye:d all will have to wait for

more than 10 s?
(c) What is the probability that a call @I’be delayed for more than 10

seconds? bs‘\.&

Solution
Given: @6
Cell radius, R = 1.387
Area covered per cel(i6 2.598 x (1.387)% = 5 sq km
Number of cells per cluster = 4
Total number of channels = 60
Therefore, number of channels per cell =60 /4 = 15 channels.
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(a) From Erlang C chart, for 5% probability of delay with C = 15, traffic
intensity = 9.0 Erlangs.

Therefore, number of users = total traffic intensity / traffic per user
= 9.0/0.029 = 310 users
= 310 users/5 sgq km = 62 users/sq k@

(b) Given A =1, holding time @
H= A/ =0.029 hour = 1 t\‘&. Seconds.
The probability that a delaye & Il will have to wait longer than 10 s is
Prldelay =t|delay]= e C — At/H)
= —(15—-9.0)10/104.4) = 56.29%

(c) Given Pr[delay >0%& 5% = 0.05
Probability that a call is delayed more than 10 seconds,
Prldelay =10] = Prl[delay =0]Pr[delay =t|delay]
= 0.05 x 0.5629 = 2.81%
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2.7 Improving Capacity in Cellular Systems

* Methodsfor improving capacity in cellular systems
— Cell Plitting: subdividing a congested cell into smaller cells.
— Sectoring: directional antennasto con@he interference and frequency

reuse. @

— Qoverage zone : Distributing t &@erage of a cell and extends the cell
boundary to hard-to-reach .

A
¥
O
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Cell Splitting

¢ Cell Splitting is the process of subdividing the congested ioéd smaller
cells (microcells),Each with its own station and a cooeding
reduction in antenna height and trans@'ter power.

*¢ Cell Splitting increases the ca

;séﬁty since it increases timebeu of times

the channels are reused. &

<
D
N\
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2.7.1 Cell Slitting

Slit congested cell into smaller cells.
— Preserve frequency reuse plan.
— Reduce transmission power.

microcell

63



lllustration of cell splitting within a 3 km by 3 km square
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Transmission power reduction from B; to R,
Examining the receiving power at the new and old cell boundary

P[atold cell boundary «c P,R™
P[atnewcell boundary < P,(R/2)™"

*

N\
If we take n =4 and set the receivedipower equal to each other

N\

Ptz:

The transmit power mu%@e reduced by 12 dBin order to fill in the
original coverage area())

Problem: if only par&'f the cells are splited
— Different cell sizeswill exist simultaneously

Handoff issues - high speed and low speed traffic can be
simultaneously accommodated

65



2.1.2 Sctoring

» Decrease the co-channel interference and keep the cell radiusR
unchanged

— Replacing single omni-directional anten@by several directional antennas
— Radiating within a specified sector ’\

i8¢ <"
Setet 2 o & 4 ‘
ot g/ | : v& 1

N
\‘(5/
ey
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e Interference Reduction




2.7.3 Microcell Zone Concept

Antennas are placed at the outer edges of the cell
Any channel may be assigned to any zone by the base station
Mobile is served by the zone with the‘s@ngest signal.

N\

Handoff within a cell \Q -
— No channel re- T
assignment . ;

— Switch the channel to’&@
different zone site Q

Reduce interferenceQ

— Low power transmitters
are employed

68



Multiple Access Techniques for Wireless
Communication:

Many users can access the at same time, shareeagmdunt of radio spectrum with

high performance duplexing generally requir‘@equen(nyailn time domain. They
accessing techniques are, S

% FDMA s‘\&
< TDMA @6

< SDMA O\

< PDMA Q
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Frequency division multiple access FDMA

*¢* One phone circuit per chanre@’

** |dle time causes Wastin,ﬁk{ esources

** Simultaneously and uously transmitting
** Usually implemer@n narrowband systems
** For example:i£\®/l S is a FDMA bandwidth of 30 kizplemented
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Time Division Multiple Access

** Time slots
** One user per slot

** Buffer and burst method \Q
% Noncontinuous transmission @Q

*¢ Digital data s\\

+* Digital modulation b‘

&
D
N\
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Features of TDMA

¢ A single carrier frequency for several users
¢ Transmission in bursts . Q
** Low battery consumption §

*¢* Handoff process much sin@
** FDD : switch instead of@@p exer
¢ Very high transmissiof-fate

“* High synchroniz Uﬁ){/erhead

** Guard slots neésary
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Soace Division Multiple Access

+* Controls radiated energy for each&er In space
L 2
** using spot beam antennas QO

¢ base station tracks use; Kﬁen moving

** cover areas with sa guency:.

% TDMA or CDMA s‘@ems

/

% cover areas witf.Same frequency:
*** FDMA system
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Soace Division Multiple Access

** primitive  applications are “Sector@l P
antennas” | el

<

** In future adaptive ant ’\As simultaneously
steer energy in the di@tlon of many users at
once
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. Mobile Radio Propagation
» RFchannels are random — do not offer easy analysis
« difficult to model —typically done statistically for a specific system

Introduction to Radio Wave Propagation:  diverse mechanisms
of electromagnetic (EM) wave propagation generally a@uted to

S-))dif:act-ion <
i) reflection .&
(i) scattering s‘\

Q}%
O\
\

» non-line of sight (NLOS— obgruded ) pathsrely on reflections
» obdades cause diffraction

e multi-path : BM waves travel on different pathsto a destination —
interaction of paths causes fades at specific locations
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traditional Propagation Models focuson
(i) transmit model - average received signal strength at given distance

(i) receive model - variability in signal strength near a given location

(1) Large Scale Propagation Models:  predict mean signal strength
for TX-RX pair with arbitrary separation

o useful for estimating coverage area of atran iﬁer
* characterizes signal strength over large ces (10%-10° m)
» predict local average signal strength t&\jecreases with

distance \Q,

QO
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(2) 9mall Scale or FadingModels:  characterize rapid fluctuations of
received signal over
* short distances (few A) or

« short durations (few seconds)

S

2

with mobility over short distances
- Instantaneous signal strength fluctu

e received signal =sum of many cqﬁfponentsfrom different directions
e phases are random - sum o@tributionsvarieswidely
e received signal may fluct @30-40 dB by moving a fraction of A
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Large-scale small-scale propagation
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Reflection

e Perfect conductorsreflect with no attenuation
— Like light to the mirror \Q

. . < .. .
* Dielectricsreflect afr@on of Incident energy
D

o0

— Seep angles transmit max*
_ Like light to the water

 Reflection induces 180°
— Why? See yourself in the mirror




(assical 2-ray ground bounce model

* One line of sight and one ground bound

T (transmitter) s‘\\z

E:r.-.l = E.!_.'J_'! + L

R (recemver)

SIS

¢ o —»
Figure 4.7 Two-ray ground reflection model. o1



Method of image

r
EJ'J.'.‘.' d"
f1-h,
I .............................
h,
hJ
ffffffff{'@fh’ Jrrrrrrnd
f+h - ~

” o .-I

Figure 4.8 The method of images is used to find the path difference between the line-of-sight

and the ground reflected paths.
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Vector addition of 2 rays

) v
£y a4

o

Figure 4.9 Phasor diagram showing the electric field components of the line-of-sight, ground re-
flected, and total received E-fields, denved from Equation (4.45).
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Smplified model
h[2h2
Pr — PthGr d_4r

Path loss 1s due to the decay of the intengiy of a propagating
radio wave. In the simulations, we use th%\ '0-slope path-loss
model [32], [33] to obtain the averag n ed power as a func-
tion of distance. According to tl&’ﬁm el, the average path loss

1s given by S

(31)

where Ky is a constant, 7 is the distance between the mobile user

and the base station, by = 2 is the basic path-loss exponent,
bo = 2 is the additional path loss component, hy; is the base
station antenna height, A, is the mobile antenna height, and \.
is the wavelength of the carrier frequency. We assume that the
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Diffraction

 Diffraction occurs when waves hit the edge of an obstacle
— “Secondary” waves propagated into the &adowed region
— Water wave example \
— Diffraction is caused by the propa 1 of secondary wavelets

Into a shadowed region.
— Excesspath length resultsin s\aseshlft

— The field strength of a dif d wave in the shadowed region is
the vector sum of the ele¢tvic field componentsof all the
secondary waveletsi space around the obstacle.

— Huygen’s principle: all points on a wavefront can be considered
as point sourcesfor the production of secondary wavelets, and
that these wavelets combine to produce a new wavefront in the
direction of propagation.



Diffraction geometry

* Hesnel-Kirchoff distraction parameters,
I = %B @e—t{i
S‘\%r,m- h, ™ _

h-h,
I *@’6 1T o
i, O el

(¢) Equivalent knife-edge geometry u&- the smallest height (in this case /1) is subtracted from all other
heights.,
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Hesnel Sreens
* Hesnel zonesrelate phase shiftsto the

positions of obstacles

» Arule of thumb used for Iingﬁf-sight
%

Figure 4.11 Concentric circles which define the boundaries of successive Fresnel zones.
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Knife—eglqe diffraction loss
° Ga.l N D:xu..f”\_v_

5

10 ~

Q&

R Q) N |

Knife-edge Diffraction Gain (G dB)

30 ! :
3 2 1 0] 1 2 3 4

Fresnel Diftraction Parameter v

Figure 4.14 Knife-edge diffraction gain as a function of Fresnel diffraction parameter v.
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Scattering

* Rough surfaces
— Lamp postsand trees, scatter all dite@'ons
— Qitical height for bumps isf(k,in@éht angle),

— Smoothif its minimum to ma}{}q@lm protuberance h isless
than critical height. ™

— Scattering loss factor mg@cf’ed with Gaussian distribution,
* Nearby metal objects(street signs, etc.)

— Usually modeled statistically
e Large distant objects

— Analytical model: Radar Gross Section (RCS

— Bistatic radar equation,




Impulse Response Model of a Time Variant Multipath
(hannel

hfnt)

T ot
fs . - %@'—f; 4 +» T(1y)

I T &
| I F T ! Ty

=3 F >

Figure 5.4 An example of the time varying discrete-time impulse response model for a multipath
radio channel. Discrete models are useful in simulation where modulation data must be convolved
with the channel impulse response [Tra02).
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3.2 Free Joace Propagation Model

used to predict signal strength for LOSpath
o satellites
* LOSuwave
» power decay o« d ™ (d = separation)

&
@ *
Subsections \
(1) Friis Equation S‘\
(2) Radiated Power\Q)
(3) Path Loss QO

(4) Far Held Region
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(1) Fiisfree gpace equation : receive power at antenna separated by
distance d from transmitter

2
P(d)= GG A | R (3.1)
(47)°L ) d?

P. & P, =received & transmitted pov@

G & G =gain of transmit & recei ntenna

A =wavelength S‘\\

d = separation )

L=system losses (Iine@’%enualion, filters, antenna)

- not from propagation
- practically, L>1, if L=1 - ideal system with no losses

 power decays by d? - decay rate = 20dB/ decade
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Antenna Gain

(3.2)

A
G= ? As
A, = effective area of absorption— relatgito antennasize
o>
<
Antenna Hfiaency n= &&

A=antenna’s physicak@ (cross sectional)

o for parabolic a@eQna n ~ 45%- 50%
 for horn antennan =~ 50%- 80%

93



(2) Radiated Power

|sotropic Radiator:  ideal antenna (used as a reference antenna) ; | :_v

o radiates power with unit gain uniformly in all directions
« surface area of asphere =4nd ?

2
Hfective Area  of isotropic antennae given b@%so =4

@@ A
. . bst%‘ 1 A°
IsotropicReceived Power  Pz= ( > j P, = - P
\Q, 4 \ 4rnd (47d)
e d =transmitter-receiv, paration
. P (4nd)
|sot f ath | = L=
ropicfree space path loss L, P, PE

« f 2 relationship with antenna size results from dependence of A_ on 1
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Directional Radiation
practical antennas have gain or directivity that isafunction of
« ¢ =azimuth : look angle of the antennain the horizontal plane

* ¢ = elevation : look angle of the antenna above the horizontal plane

S

Let @ = power flux desnity <

A
trangmit antenna gain  is givem&f

cDint@ irection of (9, ¢)
@%Of isotropic antenna

G, ¢) =

receive antenna gain isgiven by:

A, in the direction of (5, ¢)
A, of isotropic antenna

GHT, 9) =

95



Prindpal Of Redproaty:
e signal transmission over aradio path isreciprocal

e the locations of TX& RXcan be interchanged without changing
transmission characteristics

signals suffers exact same effectsover a p@ In either directionin a
consistent order = impliesthat G{J, %}SR(& )
<

bs‘\\

thus maximum antenna gain _dn either direction is given by

A

A
Gépiso B 22 he
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HRP: effective isotropic radiated power

 represents maximum radiated power available from a transmitter

* measured in the direction of maximum antenna gain as compared to
Isotropic radiator

HRP=P,Gy, O (3.4)
ad
bs‘\\

ERP: effective radiated power - 6fien used in practice

e denotesmaximum radiagcﬁﬁower compared to “2wave dipole
antenna

e dipole antenna gain = 1.64 (2.15dB) > isotropic antenna
 thus HRP will be 2.15dB smaller than BRPfor same system

BRP= I:)tG'dipoIe
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e 1. Qutdoor Propagation Models
— 1.1 Longley-Rce Model
— 1.2 Okumura Model
— 1.3. Hata Model
— 1.4. PCSExtension to Hata MO@
— 1.5. Walfisch and Bertoni Mdel
bs‘\\
@6
X
QO

98



Outdoor Propagation Models

* Propagation over irregular terrain.

« The propagation models available for
predicting signal str vary very widely In

their capacity, app(rzjaj% , and accuracy.
X
{\O



Longey-Rice Model

also referred to asthe ITSirregular terrain
model &

frequency range fronl& MHzto 100 GHz
Two version: 6
point-to-point @SI ng terrain profile.

area mode estimate the path-specific
parameters



Okumura M odel

* Heguency range from150 MHzto 1920 MHz
 BSMSdistance of 1 kmto 100\IQ‘n.
 BSantenna heights ranging$rem 30 m 1000 m.

L50(dB) = Lf + Amu ( f@& - G(hte) — G(hre) - GAREA
<

: o
e Listhefree spacep gation loss,
e A, Isthe median attenuation relative to free space,

 (t,.) isthe base station antenna height gain factor, G(t,. ) is
the mobile antenna height gain factor,

* Gy iSthe gain dueto the type of environment.
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Hata M odel

e Heguency range from150 MHz to 1500 MHz

* BSMSdistance of 1 km to 100 k.

e BSantenna heightsranging f@ 30 m 200 m.
<

L., (urban)(dB) = 69.55+ 26.16log fg%aszlog h, —a(h,)+(449-6.55lgh,)logd

o

. ] O/
f.isthe frequency (in @’fz) from 150 MHz to 1500 MHz,

h, isthe effective trafsmitter antenna height (in meters)
h,. isthe effective receiver (mobile) antenna height (1..10 m)
d isthe T-Rseparation distance (in km),

a(h,. ) isthe correction factor for effective mobile antenna
heigjelgt (large city, small to medium size city, suburban, open
rur
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PCS BExtenson to Hata M odel

e Hequency range from1500 MHzto 2000 MHz
« BSMSdistance of 1 kmto 20 km.

 BSantenna heightsranging from 30 ;@200 m.
L., (urban) = 46.3+339log f, —13.82log ht@é(hreﬁ (449-6.55log h,)logd +C,,

 f.isthe frequency (in MHz) erq%SOO MHzto 2000 MHz,

* h,Isthe effective transmi@‘antenna height (in meters)

* h.listhe effective rec%vg’(mobile) antenna height (1..10 m)

o disthe T-Rseparatiéirdistance (in km),

* a(h,)isthe correction factor for effective mobile antenna height
(large city, small to medium size city, suburban, open rural)

Gy 0 dBfor medium sized city and suburban areas,
3 dBfor metropolitan centers




Walfisch and Bertoni M odel

e considered the impact of the rooftops and building
height by using diffraction to R{(edict average signal
strength at street level S

ho

bs‘\\




Indoor Propagation Models

The distances covered are much smaller
The variability of the environment isunuch greater

Key variables: layout of the puilding, construction
materials, building type (Where the antenna
mounted, ..etc. S‘\

In general, indoor chan may be classified either as
LOSor OBSwith varyingdegree of clutter

The losses between fidors of a building are determined
by the external dimensionsand materials of the
building, aswell asthe type of construction used to
create the floors and the external surroundings.

Hoor attenuation factor (FAF)



Partition losses between floors

Table 4.4 Total Floor Attenuation Factor and Standard Deviation ¢ (dB) for Three
Buildings. Each Point Represents the Average Path Loss Over a 204 Measurement
Track [Sei92a]

915MHz ¢ @0 Number
)b‘IHz

FAF Number of of
Building (dB) o (dB) location AF (dB) o (dB) locations

Walnut Creek a \
One Floor 336 3.2 92 31.3 16 110
Two Floors 44.0 4.5 ? 39 38.5 4.0 29
SF PacBell 0‘@
One Floor 13.2 . 16 26.2 10.5 21
Two Floors 15.1 Q‘ﬁ"l 10 334 99 21
Three Floors 240 5.6 10 35.2 59 20
Four Floors 27.0 6.8 10 RE 34 0
Five Floors 27.1 6.3 10 464 19 17
San Ramon
One Floor 249.1 5.8 93 354 .4 74
Two Floors 366 6.0 1 356 59 41

Three Floors 9.6 6.0 70 35.2 1.9 7 106




Partition losses hetween floors

Table 4.5 Average Floor Attenuation Factor in dB for One, Two, Three, and Four
Floors in Two Office Buildings [Sei92b]

Number of

Building FAF (dB) cs\@a) locations

Office Building 1: QG
04
Through One Floor 12.9 b‘S\ 7.0 52
Through Two Floors 18.7 2.8 9
Through Three Floors 2’@ 1.7 9
&
Through Four Floors 7.0 1.5 9
Q

Office Building 2:
Through One Floor 16.2 29 21
Through Two Floors 27.5 5.4 21
Through Three Floors 31.6 7.2 21
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Log_distan(‘n Path | nec MnAal

Table 4.6 Path Loss Exponent and Standard Deviation Measured

e The exponent in Different Buildings [And94]

Building Frequency (MHz) n c (dB)
n depends on —
Retail Stores 914 2.2 8.7
t he Grocery Store R (\ 914 1.8 5.2

Office, hard partition \ ' 1500 3.0 7.0

surroundings Q/@
and bU| Idl ng Office, ‘*”R%f{l 1900 2.6 141

Factory 1

type Tum: mical 1300 2.0 3.0

I&@ hemical 4000 2.1 7.0
- ><G IS the )ux’( ereals 1300 18 6.0

: : Metalworking 1300 1.6 5.8
variableindd

Suburban Home

haVI ng a Indoor Street 900 3.0 7.0
g an d ard Factory OBS

Textile/Chemical 4000 2.1 9.7

deViaIion O. Metalworking 1300 33 6.8
PL(d) = PL(d, )+ 10nlog(d /d, )+ X .
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Ericsson Multiple Breakpoint Model

4 dB ATTENUATION

30

50 -

110
1 3 10 20 40\ 100

Figure 4.27 Ericsson in-building path loss model [from [Ake88] © IEEE].
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Attenuation Factor Model

* FAFrepresentsafloor attenuation factor for a
specified number of buildingffoors.

* PAFrepresentsthe parti;\i@n attenuation

factor for a specific obgW‘uction encountered
by a ray drawn between the transmitter and

Risler Rideh) <3 logl/ d,) + FAF + ) PAF
. ﬁ_.i e atﬁgfn@égrnlwpst {ar /t&SQh@pg\I:

with units er meter.
PL(d)=PL(d,)+10log(d/d,)+ ad + FAF +>_ PAF




Meas ired indoor nath loss

CW Path Loss
Office Building 1

130
. 0 Some Floor
120 F o] One Floor
i ®  Two Floors ’\Q'
110} &  Three Floors * v
IDDIZ *  FourFloors Q‘ v, *
~ [ * Elevator \ .
D 90 S‘\ ot
a i / O o
o Eﬂ: f=1914MHz @u -u 0
£ 99l n=354 X0 o .ab
g [ =128 07 oo 22®
! n’, (]
60 _ Q__f"u q':l%'@am
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Figure 4.28 Scatter plot of path loss as a function of distance in Office Building 1 [from [Sei92b] ©

IEEE].
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Meas ired indoor nath loss

CW Path Loss
Office Building 2
130 n=6 n=s
20 ! o  Some Floor
120 + o  OneFloor A -
i m TwoFloors ¢ Q‘E : <" n=4
10 &  Three Floors e&'.‘ o@d
100 [ =914 MHz Q Iﬁfﬂ“

n=4733 {u “0 o n=3
¢ =13.34d8 ‘g“' S

3
o
Q.
o
Cﬁﬂ
oD

Path Loss (dB)
S 38

E‘D'
#ﬂ‘ .-'" R
m..-"' . L e e aad . _—— J
I 4 5 6B
1 2 J 4 5 8 10 2 100

Transmitter—Receiver Separation (m)

Figure 4.29 Scatter plot of path loss as a function of distance in Office Building 2 [from [Sei92Db]
© |EEE).

112



Meas ired indoor nath loss

Table 4.7 Path Loss Exponent and Standard Deviation for Various
Types of Buildings [Sei92b]

Number of
n o (dB) locations
All Buildings: . {\
All locations 3.14 IN\ 634
Same Floor 2.76 @ 39 501
Through One Floor 4. Q 5.1 73
Through Two Floors &\ 6.5 30
Through Three Floors Y %2 6.7 30
Grocery Store @ 181 5.2 89
Retail Store N\ 218 8.7 137
Office Building Ja N
Entire Buildin& 3.54 12.8 320
Same Floor 3.27 1.2 238
West Wing 5th Floor 2.68 8.1 104
Central Wing 5th Floor 4.01 4.3 118
West Wing 4th Floor 3.18 4.4 120
Office Building 2:
Entire Building 4.33 13.3 100
Same Floor 3.25 5.2 37
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Parameters of Mobile Multipath Channels

« Time Dispersion Parameters
— Grosdly quantifiesthe mult‘iléé[h channel
— Determined from Pow&r@%elay Profile
X

— Parametersincludeg
— Mean Access De(g/

_ H\ASDelay@@ad
— BExcess Delay Soread (XdB)

* (oherence Bandwidth
* Doppler Soread and Coherence Time




Measuring PDPs

* Power Delay Profiles
— Are measured by channel S&%dmg techniques

— Plotsof relative recel\gs\&power as a function of
excess delay

6
— They are found eraging intantenous power
delay measur ntsover alocal area

— Local area: no greater than 6m outdoor

— Local area: no greater than 2m indoor
» Samplestaken at /4 meters approximately
» For 450MHz — 6 GHz frequency range.



Timer Dispersion Parameters

Determined from a power delay profile.

Mean excessdelay( ): AQ

Rmsdelay soread (o.,): Q

116



RI\/I_S Delav Soread

ot - I’— Delay Spread = 46.40 ns
n N\

@ *

<

<: Maximum Excess Delay < 10 dB = 84 ns

Normalized Received Power (dB Scale)

-10+4------ IV BIT 0 .
Threshold Level = -20dB ~ |
—20-;@_‘ : 4B R AL vt Ay lhmeinni
Mean Excess Delay = 45.05 ns
_30 ] 1 I I 1 1 1 | 1 )

-50 0 50 100 150 200 250 300 350 400 450

Excess Delay (ns)
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Coherence Bandwidth (B

— Range of frequencies over which the channel can be
considered flat (i.e. channel passes all spectral components
with equal gain and linear phase). \

— It isa definition that depen RMSDelay Joread.

— Two sinusoidswith freque \separation greater than B, are

affected quite differentl he channel.

o

/

Multipath Channel Frequency Separation: | f,-f,|




Coherence Bandwidth

Frequency correlation between two sinusoids: 0<=GC, ,, <= 1.

If we define Goherence Bandwidth (B asth@}ge of frequencies over which
the frequency correlation is above 0.9, th{

%D‘ 1 c isrmsdelay spread.
\Q) oC0o
O

If we define Coherence Band%dth as the range of frequencies over which
the frequency correlation isabove 0.5, then

Thisis called 50% coherence bandwidth.
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Coherence Time

* Delay spread and Coherence bandwidth
describe the time dispersivenature of the
channel in alocal area Q,Q’

e They don'’t offer mfgr‘bo\o\tlon about the time varying

nature of thec | caused by relative motion of
transmitter and heceiver.

o Doppler Soread and Coherence time are
parameters which describe the time varying
nature of the channel in a small-scale region.
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Doppler Soread

Measure of spectral broadening caused by
motion \(\
We know how to come\@tqé Doppler shift: f

Doppler spread, B%@E‘ defined asthe
maximum Doppler shift: f . =v/A

If the baseband signal bandwidth is much
greater than B, then effect of Doppler spread
Isnegligible at the recelver.




Coherence Time

Coherence time isthe time duration over which the channel impulse response
Isessentially invariant.

If the symbol period of the baseband signal (reei@sal of the baseband signal
bandwidth) is greater the coherence time, than tfte signal will distort, since
channel will change during the transmiss he signal .

“ Coherence time (Ty) is defined as:
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Coherence Time

Coherence time is also defined as: T ~ 9 2 0-423
\/ 167f

¢ f

\Q m

Goherence time definition implies that \/S%{gnals arriving with atime
separation greater than T-are affecte&ﬂ erently by the channel.

&
D
N\
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e;d!:ading

-I-ype Small-scale Fading
(Based on Multipath Time Delay Spr
]
|
/

4 N

Flat Fading

1. BW Signal < BW of Channel

~

Freguency Selective Fading

1@2}V Signal > Bw of Channel

2. Delay Spread < Symbol Period Chelay Spread > Symbol Peridd
= Small-s Fading
(Based oppler Spread)
|
- o —
/Fast Fading Q \ /Slow Fading N\

1. High Doppler Spread

2. Coherence Time < Symbol

3. Channel variations faster tl
K signal variations j

Pe
an

1. Low Doppler Spread
riZ.dCoheren(:e Time > Symbol

b%s%ggﬂﬁel variations smaller

signal variations
N /

P
th



Hat Fading

e Occurswhen the amplitude of the received
signal changes with time &

» For example accordin c&&lelgh Distribution
e Occurswhen symb é&erlod of the transmitted
signal ismuch Ia§§r than the Delay Soread of

the channel <
— Bandwidth of the applied signal is narrow.

* May cause deep fades.

— Increase the transmit power to combat this situation.
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Hat Fading

s(t) h(t ) r(t)
. \Q T << Tg

- L o /

Ts 0 Q 0 Tgtt

™
®6
W\
Occurs )

BS<<

and
TS >> GT

Bc: Coherence bandwidth
Bs Sgnal bandwidth

Ts Symbol period

c,.. Delay Soread
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Hequency Slective Fading

* Occurswhen channel multipath delay spread
is greater than the symboleriod.

— Symbolsface time disp\g@%’n
— Channel induces Int%%ymbol Interference (19)

e Bandwidth of thg‘&gnal s(t) iIswider than the
channel impul@ response.



Hequency Slective Fading

st) r®)

h(t,7)
T>>Tg
0 Tg X Z
Causes distortion of the re&q& baseband signal
Causes Inter-Symbol In&erence (19)
Occurs when:
Bs> B Asarule of thumb: Tg<o,
and

TS< G,
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Fast Fading

* Due to Doppler Joread

* Rate of change of the channel char@erlstlcs
ISlarger than the
Rate of change of the transmizg, ignal

» The channel changes duri mbol period.

» The channel changesb of receiver motion.

e (oherence time of t annel is smaller than the symbol period
of the transmitter@nal

N\

Occurswhen:  B; Bandwidth of the signal
Bs<Bp B.: Doppler Sread
and T S/mbol Period
Ts>Te T Coherence Bandwidth
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Sow Fading

* Due to Doppler Soread

 Rate of change of the chan aracteristics
Ismuch amaller tham'the
Rate of change of the g&ﬁsmitted signal

Occurs when: dWldth of the signal
Bs>> B, Doppler Soread
and TS S/mbol Period

Ts<<T¢ T Coherence Bandwidth

130



Different Types of Fading

Hat Sow Eaadtwfas
Fading \’Q J
Symbol Period of @Q _____________________________
Transmitting Sgnal SS& 5
G, Frequenc@ective Frequency Slective
Jow @Mg . Fast Fading
T

Transmitted Symbol Period

With Respect To SYMBOL PERIOD
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Antennas: simple dipoles

¢ Real antennas are not isotropic radiators but, e.g., dipoleslevitithsi/4 on car
roofs or A2 as Hertzian dipole
=>» shape of antenna proportional to Wavelength

0

M4 x/2
/ l
*»* Example: Radiation pattern of a sbﬁo e Hertzian dipole
Yy V4
> > > Slmple
X z X dipole
side view (xy-plane) side view (yz-plane) top view (xz-plane)

+*** Gain: maximum power in the direction of the main lobe compacetthé power of
an isotropic radiator (with the same average power)
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Antennas: Directed and Sectorized

** Often used for microwave connections or base stations forilengones (e.g.,
radio coverage of a valley)

directed
antenna
side view (xy-plane) side view (yz-plane) bs‘\ top view (xz-plane)
\@ A Z
z QO
> sectorized
X antenna

top view, 3 sector top view, 6 sector
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UNIT IV

XN
&
bs‘\\
MODULATION AO@B SGNALPROCESSNG

N\
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Modulation Technigues

** Modulation can be done by varying the | Q

» Amplitude ®§

» Phase, or {

» Frequency of a high frequenc»sérrier In accordancetiveélamplitude of the
message signal Q)

¢ Demodulation is the invers@ eration: extractingodseband message from the
carrier so that it may be @cessed at the receiver.
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Analog/Digital Modulation

¢ Analog Modulation

» The input is continues signal )

» Used in first generation mobile radio étems Sucl\yBS in USA.
+¢ Digital Modulation \Q

» The input is time sequence of%,( bols or pulses.

» Are used in current and’f\'@uej%mobile radio systems

QO
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Goal of Modulation Techniques

¢ Modulation is difficult task given the Iyetile mdédradio channels
» Small-scale fading and multigagh conditions.

** The goal of a modulation sctéq% is:

» Transport the messagsbsﬁgnal through the radio chamthelbest possible
quality \QJ
» Occupy Ieasle@unt of radio (RF) spectrum.
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litude Modulation

mi(t)

sam(®)]]

Figure 6.1 (a) A sinusoij

index 0.5.

/

time —»
(a)

e,

" ‘ @ ”’

QO

@9)

mme e

ignal and (b) the corresponding AM signal with modulation
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Double Sdeband Sphectrum

M)
A,

upper

upper lower wer
sideband sideband sidgband sideband

Soh . i/ /) Lt /. ot /

(b)
Figure 6.2 (a) Spectrum@essa signal; (b) spectrum of the corresponding AM signal.

139



SB Modulators

Bandpass Filter

mit) » (filters out, - »sggplt)
of the sidgbapd
A

A cos(2nf.t) \@

Ca}"rier A cos(2nf £)
Oscillator

m(t) —T\ £

_90()

—90° I;I‘( 1)
Phase Shift i’

(b)

Figure 6.3 Generation of SSB using (a) a sideband filter and (b) a balanced modulator.
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Wideband FM generation

modulating
signal m(t)

Integrator

JCarrier
Oscillator

o Frequency
Limiter = nryitiplier [ deband
narrowband FM

M

Figure 6.7 Indirect method for generating a wideband FM signal. A narrowband FM signal is gen-
erated using a balanced modulator and then frequency multiplied to generate a wideband FM signal.
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Sope Detector for AV

bs‘\\

Differentiator

"m(f)

—» Limiter

O

@0

Vo (1)

Figure 6.8 Block dia@

Envelope

Detector

> l‘ri!”(r)

slope detector type FM demodulator.
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Digital Modulation

¢ The input is discrete signals

» Time sequence of pulses or symbql%
¢ Offers many advantages

» Robustness to channel im nts

» Easier multiplexing of vqr%%s sources of informatieoice, data, video.
» Can accommodate | error-control codes
» Enables encrypt@q of the transferred signals

» More secure link
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Factors that Influence Choice of
Digital Modulation Techniques

+** A desired modulation scheme . Q
. . N\

» Provides low bit-error rates @ow SNRs

O Power efficiency \\Q
» Performs well in mu@% and fading conditions
» Occupies minima&F channel bandwidth

0] Bandwie@x%ﬁciency
» |Is easy and cost-effective to implement

+** Depending on the demands of a particular system dicappn, tradeoffs are
made when selecting a digital modulation scheme.
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Power Efficiency of Modulation

¢ Power efficiency is the ability of the r@ulatiomheique to preserve fidelity
of the message at low power lev N\

+¢* Usually in order to obtain goo @elity, the sigpalwer needs to be increased.
» Tradeoff between ity and signal power

> Power eﬁicie’rk@cd%scribes how efficient this tradestihade

QO

*** Eb: signal energy per bit
¢ NO: noise power spectral density
¢ PER: probability of error 145



Bandwidth Efficiency of Modulation

4

L)

L)

* Ability of a modulation scheme to accor@date athin a limited bandwidth.
* Bandwidth efficiency reflect how ef&@ﬁly the atlated bandwidth is utilized

A
Q?b‘
S
\

L)

L0

R: the data rate (bps)
B: bandwidth occupied by the modulated RF signal
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Linear Modulation Techniques

+%* Classify digital modulation techniques.qs:
. N\
» Linear <’

O The amplitude of%@e ransmitted signal varies linearly with

the modulatinq'é%ital signal, m(t).
O They usu@k%o not have constant envelope.

0 More sRéctral efficient.
O Poor power efficiency
O Example: QPSK.

> Non-linear
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Binary Phase Shift Keying

** Use alternative sine wave phase to encode bits
» Phases are separated by 180 degreé\Q
» Simple to implement, inefficient f bandwidth.
» \ery robust, used extensivel@*satellite commuimcat

o

5,(t) = /@\asemg +0)  binaryl
s, (t) LA cos@af, +6, + ) binary0

Q
@ @
0 1
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BPSK Example

1 1 0 1 I 0 1

&
Carrier \&\ \ééé‘\\\ U/ \ d/ \ /ﬁ V,

Carrier+ \Q SN
*/\/\%Y\J\4\

BPSK waveform

2
\/ m\/ \/ ﬂ\ /J\



Quadrature Phase Shift Keying

¢ Multilevel Modulation Technique: 2 bits per symbol
¢ More spectrally efficient, more complex rece'r\é@

** Two times more bandwidth efficient than K

o
0

[«
01 State\QQQ) /‘ 11 State

7
e
7
7
7
7

00 State ,0" 10 State

Phase of Carrier: n/4, 2rn/4, 5r/4, Tn/4
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4 different waveforms

cos+sin -cos+sin

50 02 04 0_60@ 1 L% 02 04 06 08 1
L5 ‘ :

1 o 15 90

).5 COoS-sin 1

0 ).5
)5 0
-1 ).5
L% 02 04 06 08 1 1

L% 02 04 06 08 1
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Constant Envelope Modulation

** Amplitude of the carrier is constant, regarc!lcaﬁgoﬁ/&r&ation in the modulating
signal N\

» Better immunity to fluctuations diQ;%ading.
» Better random noise immunit)&\
» Power efficient @6

** They occupy larger bandwj ﬁ'r
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Frequency Shift Keying (FSK)

** The frequency of the carrier is chang{iaccordlng tondwsage state (high
(1) or low (0)).

5,(t) = Acoz%(‘ 27AF)t 0<t<T, (bit=1)
s, (t) = A@ o —27Af )t 0<t<T, (bit=0)

Continues FSK Q
s$ = Acos@nf, +6(t))

S(t) = Acos@nf t + 27K, jm(x)dx)

Integral of m(x) is continues.
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FSK Example

ANANA QJ\Q
Data V v S‘\&%
1 0@? VAV

N\

FSK
Signal

154



BPK constellation

N\
<
S
o -
O& ﬂ:/"'_"h u/‘?ﬁ
Figure 6.21QSK constellation diagram.
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Virtue of pulse shaping

T
rectangular pulses
10 S .
/M with ¢ =0.5 raised
= I
- cosine filtering
% !
A -20
o
D
-
Z -a
=
Z,
-40
-50 . . AR
_so0}- - - T P
=70

f-3R, 2R, fi-K,, 1 fAR, f+2R, f+3R,
Figure 6.22 Power spectral density (PSD) of a BPSK signal.
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BPK Coherent demodulator

i jeosi 2wl +8)

cos™l I r+H) cos4nf +24
Sqquare Law I, B:mijp"“h
| Filier
device | 2

‘ oY | cost 2f 1480
Plider ———]

2

i rcosd 2 e+H)

g‘\\

\@U\JI 2o e+l

QO —

Q . Integrae demodulated outpan
» oand Dump [ *

L Bit Synchronizer

Circumn

,

iy

|

Figure 6.23 BPSK receiver with carrier recavery circuits.
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Equalization,Diversity and Channel coding

* Three technigues are used to improve Rx
signal quality and lower I%Ii%

%
1) Equalization S\
2) Diversity \Qz%

3) Channel CodilqéD

— Used independently or together
— We will consider Diversity and Channel Coding



1. Diversity Techniques
* Diversity : Primary goal isto reduce depth &

duration of small-scale fades

— Spatial or antenna divers&z\g most common
e Use multiple Rx antennasin mobile or base station
« Why would this be hkpful?
@6
N
O

e Bven small a&ennaseparation (< A ) changes phase
of signal = constructive /destructive nature is
changed

— Other diversity types = polarization, frequency,
& time



e Exploitsrandom behavior of MRC

— (oal Isto make use of several independent
(uncorrelated) received sigial paths

— Why isthis necessary? Q,Q’
bs‘\\
. 6 .
o Sled path wﬂ@s»?ést NRor combine
multiple paths% improve overall R

performance



» Microscopic diversity - combat small-scale
fading Q&
\

— Most widely used \Qz

— Use multiple antenn parated in space
x &
» At amobile, sigh&ls are independent if separation>A /2
 But it isnot practical to have a mobile with multiple
antennas separated by A / 2 (7.5 cm apart at 2 GHz)

« Can have multiple receiving antennas at base stations, but

must be separated on the order of ten wavelengths(1to 5
meters).



— 3nce reflections occur near receiver, independent
signals spread out alot before &ey reach the base

station. R\
— atypical antenna configurafion for 120 degree
sectoring. A

— For each sector, atrac)%it antennalisin the center,
with two diversity,@@eiving antennas on each side.

— If one radio patg@ndergoes a deep fade, another
Independent path may have a strong signal.

— By having more than one path one select from, both
the instantaneous and average NRs at the receiver
may be improved



o Spatial or Antenna Diversity = 4 basic types
— M independent branches
— Variable gain & phase at each branch > G£ 6
— Each branch has same average S\ng

e’
NR=T
@ O
— Instantaneous SNRyy, the pdf of ¥,
N
p(r)=—e" 7,20 (6.155
4 7/1 i -r
Priy,<y|=|pk )y, =|=-e" dy=1-e'
7, <7] ! ¢, )y {r y
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— The probability that all M independent diversity branches Rx
signal which are smultaneously less than some specific R

threshold y
Pr[yl"?/MSy]_(l ezlw Py ¢)

Pily, >7]=1-P, @Jgﬁ (e’ )

— Thepdfof 7 p (§d P, () =— (1 ey/r) faIT
— Average NR mp@&ment offered by selection diversity

7 =|rp, ()dy = F_[Mxl e ) e *dx, x=y/T

MZ O'—;S

1
k

=1

=~
I

1
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1) Selection Diversity - simple & cheap
— RXxselects branch with highest ingantaneous IR

* new selection made at atime that isthe reciprocal of the
fading rate \(\

o thiswill cause the system @ay with the current signal
until it islikely the Sgrggﬂasfaded

— SNRimprovement :
* ylISnew avg.
* I:avg. NRin@ach branch

y=I X —=F.1+l—%—l+- 1)
=g kL 2 3 4 m )

=1
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: 4G1Ag\

D ’ Switching
=

2 Logic
or — Output
b‘ Demodulators
m "
Antenna Gm —»

O Variable Gain

Figure 7.12 Generalized block diagram for space diversity.
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2) Sanning Diversity

— scan each antenna until asignaj@‘ound that isabove

predetermined threshold ®®’

— if 5|gnal drops below thr@iﬁ%ld 9 rescan

-0
ti Antenni&

_____________ Control _ Comparator

4—— Preset Threshold

T

Short-Term
Average

Receiver

Figure 7.13 Basic form of scanning diversity.

ta
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3) Maximal Ratio Diversity
— signal amplitudes are weigjh@d according to each
NR &QJ
— summed in-phase bs‘\
S
— most complex og&types

— acomplicated¥nechanism, but modern DSP makes
this more practical - especially in the base
station Rx where battery power to perform
computationsisnot an issue



e Theresulting signal envelop applied to detector:

M
r, = ZGi r
=1

« Total noise power: Q*

169



— The voltage signals  7ifrom each of the M diversity
branches are co-phased to provide coherent voltage
addition and are individually weighted to provide optimal
NR \Q

SO Gl
= = = = = Vi
e S v 2

Q=1 i=1

— The NRout of the diversity combiner isthe sum of the
NRsin each branch.



— The probability that y,Jessthan some specific
SNR threshold y

. Q
~Yu/T D
Y | N

(Ym) = & fory
P{m F(Ms‘ﬁ* M

&
N
o

M k1
| =1

20
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— givesoptimal SNRimprovement :
* I;: avg. NRof each individual branch
I =T if the avg. NRisthe sa[Ee for each branch
N

o =3 R T
IZJ;\'Q =1
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Cophase

1
@ M

i
> :
[> 2 T2
;( 2 G an{@ ——» Detector —— Output
>

— >
L
2
|l orn| B
Antenna ‘ Gm Q,% /

é. Adaptive control

Figure 7.14 Maximal ratio co?%wer.
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4) Equal Gain Diversity
— combine multiple signals int:ﬁone

— G=1, but the phase ii@%sted for each received

signal so that 6b‘
» The signal from eéh branch are co-phased

 vectorsadd il@&ase
— better performance than selection diversity



V. Time Diversity

 Time Diversity - transmit repeatedly the

Information at different time$pacings
@o
— Time spacing > cohere ’&%’me (coherence time isthe

time over which a fadiig signal can be considered to
have similar charagteristics)

— S signals can He'considered Independent

— Main disadvantage isthat BW efficiency is significantly
worsened — signal istransmitted more than once
* BW must T to obtain the same R, (datarate)



RAKE Recelver

** Powerful form of time diversity available in spread spectrum (DS) systems —

CDMA

* Signal is only transmitted once

L)

4

L)

L)

4

L)

L)

* Propagation delays in the MRC provide %ﬂp le copieBxosignals delayed in
time @

+* Attempts to collect the time-shiﬁe@sions of dnginal signal by providing a

separate correlation receiver f ch of the multipgtiats.

*%* Each correlation receiver @be adjusted in time de@ayhat a microprocessor
controller can cause diﬁ@nt correlation receivers ancéein different time
windows for significant multipath.

«* The range of time delays that a particular correlatorseanch is called a search
window.
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** If time delay between multiple signals > chip periddaépreading sequence {Fe
multipath signals can be considered uncorrelated (arukgmt)

» In a basic system, these delayed signa ly apysaamise, since they are
delayed by more than a chip duratio@éend ignored.

» Multiplying by the chip code re @h noise be@akthe time shift.

» But this can also be used to olixadvantage, byrstiftie chip sequence to
receive that delayed signaé?’gaarately from the otgeals.
™

QO
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¢ The RAKE Rx is a time diversity Rx that collects tintef®d versions of the
original Tx signal

— | Correlator 1

T m’(t)
Z’ J(o)dt _Z, L »

AV

r(t) —» Correlator 2|

IF or baseband Pl
\Qz

CDMA signal "

with multipath
§ S Zy
L Correlator M
Oy

Figure 7.16 An M-branch (M-finger) RAKE receiver implementation. Each correlator detebts a
time shifted version of the original CDMA transmission, and each finger of the RAKE correlates to
a portion of the signal which is delayed by at least one chip in time from the other fingers.
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Cont.

*¢* M branches or “fingers” = # of correlatic;&ﬁx’s
** Separately detect the M strongest sigﬁ
¢ Weighted sum computed from M b@@hes

» Faded signal — low weig b‘
> Strong signal — high wéfght
» Overcomes fadi@ a signal in a single branch
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In indoor environments:

autocorrelation properties of a A spreading sequence can adszalre

** The delay between multipath c?rﬁp%\ents Is usually larges tow
multipath components will ap@ arly uncorrelated withhedhber.

** RAKE receiver in IS-QS@A has been found to perform poorl

O

» Since the multipa@delay spreads in indoor channels (=100 ns) are
much smaller than an I chip duration (= 800 ns).

» In such cases, a rake will not work since multipatimisesolveable
» Rayleigh flat-fading typically occurs within a singikip period.
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Channel Coding :

¢ Error control coding ,detect, and often correct, symbols whigh a

A/
0’0

SOUFCE L —bat V— bil @ N—bit
MEessaee message codewor 4 word
abe.. 0100 m{m:@ i =7\011010
oy [Source Channel 3| DIGITAL 3
'\\_ _/-’ Encoder Encoder 2, CHANNEL 'E
.'?t \ 5' 15 it errors
- feedback 2k
_channel :

received in error

The channel encoder separates or segments the incomingeaimst

into equal length blocks of L binary digits and maps each L-bit
message block into an N-bit code Wo’rsk%ere N>L

There are M=2messages and Zode v@ﬁ’s of length N bits

FJ

N

L—bil received

message
0100

message

._ﬂhl:r./a- -_\

Channel . Source

Dryecoder Decoder
L R ErFOFS

error delected?

wﬂei vv

The channel decoder has the task of detectlnghlaeet has been a bit error and
(if possible) correcting the bit error
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Error

Control

ARQ (Automatic-Repeat-Request ) If the c'm%el decoder perfemas detection
then errors can be detected and a fee ‘channel from the tlkacoder to the
channel encoder can be used to c the retransmissiom abtie word until the
code word is received without d@table errors.

There are two majorARQQegmlques stop and wait continuous ARQ

FEC (Forward Error Correction) If the channel decoder performs @rogction then
errors are not only detected but the bits in error cadessified and corrected (by bit
inversion)
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There are two major ARQ techniques.
% Stop and wait, in which each blo f data is positively, orgatéevely,

acknowledged by the receiving tg‘@nal as being error free bdfrenext data
block is transmitted, 6

** Continuous ARQ, in Whict;"&cks of data continue to be transaitvithout

waiting for each previous block to be acknowledged
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Companding for ‘narrow-band’ speech

S

*%

‘Narrow-band’ speech is what we hear over telephones.

Normally band-limited from 300 Hz to about@)o Hz.

May be sampled at 8 kHz.

8-bits per sample not sufficient for&f)d ‘narrow-band’ speetitoding with

S

*%

S

*%

S

*%

uniform quantisation. \
*** Problem lies with setting a suita uantisation step-size
+* One solution is to use insta ous companding.

/
0’0

Step-size adjusted accor @ to amplitude of sample.
For larger amplitudes, larger step-sizes used as illustragst.
‘Instantaneous’ because step-size changes from sample téesamp

S

*%

S

*%

184



SYSTEM EXAMPLESAND DESGN
Y ISUES



Multiple Access Techniques for Wireless
Communication:

Many users can access the at same time, shareeagmdunt of radio spectrum with

high performance duplexing generally requir‘@equen(nyaﬂn time domain. They
accessing techniques are, S

<% EDMA S‘\&
< TDMA )

< SDMA O\Q’
< PDMA Q
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Introduction

o

* many users at same time
share a finite amount of radio spectrum ’Q
high performance N\

e

*

e

*

¢ duplexing generally required Q‘
+** frequency domain s\\
** time domain 6b‘

<
D
N\
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Heguency division duplexing (FDD)

** two bands of frequencies for every user
+* forward band

/

“* reverse band \'Q
% duplexer needed <
¢ frequency seperation between fQQQ band and reverse band tammons

D

)
x &

QO
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Time division duplexing (TDD)

e

*

uses time for forward and reverse link

* multiple users share a single radio chanﬁgp
forward time slot <

* reverse time slot

A\
no duplexer is required gbs‘\

<
N
QO

o

e

*

o

e

*
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Multiple Access Techniques

e

%

*

* Time division multiple access (TDMA) ]
Code division multiple access (CDM ‘

* Space division multiple access (5@%’
grouped as:

* narrowband systems @6
wideband systems O\,

N\

N

Frequency division multiple access (FDM%

e

%

N

e

%

N

e

%
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Narrowband systems

S

*%

S

*%

/ / / /
0.0 0.0 0.0 0.0

S

*%

S

*%

large number of narrowband channels
usually FDD \Q
Narrowband FDMA @ .
Narrowband TDMA \
FDMA/FDD s‘\
FDMA/TDD ®6

TDMA/FDD O\

TDMA/TDD Q
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Logical separation FDMA/HDD

Q
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Logical separation FDMA/ TDD

Q
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Logical separation TDMA/HDD

Q
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Logical separation TDMA/ TDD

Q
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Wideband systems

e

%

large number of transmitters on one channel
TDMA techniques .
N\

e

%

\/

** CDMA techniques .
*¢ FDD or TDD multiplexing techniqu?&@

** TDMA/FDD S‘\

“* TDMA/TDD %

¢ CDMA/FDD x&

e

%

CDMA/TDD QO
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Logical separation COMA/HDD

Q

code
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Logical separation COMA/ TDD

Q

code
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Multiple Access Techniquesin use

Multiple Access
Cellular istem  o,° |
& Technique
Advanced Mobile Phone System FODMA/HDD
Gobal System for Mobile (GS)@ TDMA/HDD
USDigital Cellular (USDCQ TDMA/FDD

Digital European Cordless Telephone (DECT) FDMA/ TDD
USNarrowband Soread Soectrum (1S95) CODMA/HDD




Frequency division multiple access FDMA

*¢* One phone circuit per chanre@’

** |dle time causes Wastin,ﬁk{ esources

** Simultaneously and uously transmitting
** Usually implemer@n narrowband systems
** For example:i£\®/l S is a FDMA bandwidth of 30 kizplemented
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FDMA compared to TDMA

4

L)

* Fewer bits for synchronization

*» Fewer bits for framing \Q

* Higher cell site system costs Q’

* Higher costs for duplexer ut\ n base station anscsibler units

* FDMA requires RF filtering to minimize adjacegilannel
interference \QJ

QO

L)

L)

A 4

4

L)

(R )

L)

L)
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Nonlinear Bfectsin FDMA

** Many channels - same antenna \Q

. . * .
** For maximum power efficiency, rate near saturation
% Near saturation power amplifiers are nonlinear

¢ Nonlinearities causes si spreading
** Intermodulation fre es

QO
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Nonlinear Bfectsin FDMA

** IM are undesired harmonics \Q

** Interference with other chann the FDMA system

% Decreases user C/I - decrea$es performance

** Interference outside the lle radio band: adjaceatodl interference
** RF filters needed - hj costs

QO
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Number of channelsin a FDMA system

N ... number of ch@nels
Bt ... total spemg@n allocation
Bguard ... guard band

Bc ...channel bandwidth

/ / /
0.0 0.0 0.0

/
0.0
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Time Division Multiple Access

** Time slots
** One user per slot

** Buffer and burst method \Q
% Noncontinuous transmission @Q

*¢ Digital data s\\

+* Digital modulation b‘

&
D
N\
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Repeating Hame Sructure

One TDMA Fame

The frame is cyclically repeated over time.
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Features of TDMA

¢ A single carrier frequency for several users
¢ Transmission in bursts . Q
** Low battery consumption §

*¢* Handoff process much sin@
** FDD : switch instead of@@p exer
¢ Very high transmissiof-fate

“* High synchroniz Uﬁ){/erhead

** Guard slots neésary
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Number of channelsin a TDMA system

5 Z

... number of chad‘@s

... humber of A users per radio channel
Btot ... total sfi@etrum allocation

Bguard ... Guard Band

Bc ... channel bandwidth

/ / / / /
0.0 0.0 0.0 0.0 0.0
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Example: Gobal System for Mobile (GSM)

«» TDMA/FDD \'Q

+* forward link at Btot = 25 MH@Q’

+* radio channels of Bc = QQ‘kHz

** if m = 8 speech channgls supported, and
+* if no guard band i&%eumed ;

QO
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Hficiency of TDMA

¢ Percentage of transmitted data that contain informatio
*%» Frame efficiencynf \Q

¢ Usually end user efficiency f
¢ Because of source and ch @codlng

>
¥
O
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Repeating Hame Sructure

One TDMA Fame

The frame is cyclically repeated over time.
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Hficiency of TDMA

4

.0

L)

/ / / / /
0.0 0.0 0.0 0.0 0.0

S O o
@8 &= £

&

bOH ... number of overhead bits

.. number of r ce bursts per frame

. reference @S

. number‘Q‘traﬁic bursts per frame

.. overhead bits per preamble in each slot
.. equivalent bits in each guard time

per reference burst

intervall
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Hficiency of TDMA

A

x &
“* bT ... total n(@r of bits per frame
** Tf ... frame duration

** R ... channel bit rate

213



Hficiency of TDMA

A

x &
@ nf ... frame efficiency
** bOH ... number of overhead bits per frame

** bT ... total number of bits per frame

214



Soace Division Multiple Access

+* Controls radiated energy for each&er In space
L 2
** using spot beam antennas QO

¢ base station tracks use; Kﬁen moving

** cover areas with sa guency:.

% TDMA or CDMA s‘@ems
S

% cover areas witf.Same frequency:
*** FDMA system
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Soace Division Multiple Access

** primitive  applications are “Sector@l P
antennas” | el

<

** In future adaptive ant ’\As simultaneously
steer energy in the di@tlon of many users at
once
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Reverse link problems

** General problem \Q
*» Different propagation path from user t :

% Dynamic control of transmitting po # each usdhbase station required

s Limits by battery consumption % scriber units
s Possible solution is a filter f @ user

Q
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Solution by SDMA sysems

L)

A 4

4

* Adaptive antennas promise to mitigate reverse linklprob
* Limiting case of infinitesimal beamwidth \i\

* Limiting case of infinitely fast track abil)

* Thereby unique channel that is fre ﬁQ interference

* All user communicate at same ti bﬁjsing the sameneha
&
\

L)

(R )

L)

(R )

L)

(R )

L)

L)
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Disadvantage of OSMA

¢ Perfect adaptive antenna system: infinitelgdaaintenna needed
N\

o, . ¢

** Compromise needed @

A
®6b‘
S
\
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PDOMA and PDMA In satellites

** INTELSAT IVA Q

*$* SDMA dual-beam receive antenna @Q

** Simultaneously access from @iﬁerent

regions of the earth
x &

QO
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PMA and PDMA In satellites

« AOMSIAR1
 PDMA & 1T—
e separate anten nasob‘ Hp.
. smultaneoushy
access from e

region
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PDOMA and PDMA In satellites

+* INTELSAT V ’\Q
< PDMA and SDMA @QJ’
A
¢ Two hemispheric coverage b@\AA
x &

¢ Two smaller beam zo@y PDMA

*¢* Orthogonal polarization
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Capaaty of Cellular Sygems

¢ Channel capacity: maximum number ofésbiw in a fixegufency band

<

*¢ Radio capacity : value for spectr@ﬁiciency

9

*%* Reverse channel interferen@

** Forward channel interfe%nce

** How determine the radio capacity?
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Co-Channel Reuse Ratio Q

A

% Q ... co-channel reuse r f&

: &

*%* D ... distance between two co-channel cells

/

*%* R ... cell radius
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Forward channel interference

** cluster size of 4

/

*%* DO ... distance serving station

to user $\\

** DK ... distance co-channe@6
base station to user 0\

mobile user
in a cell
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Cellular Wireless Network Bvolution

e Hre Generation : Analog
— AMPS Advance Mobile Phafie Systems
— Residential cordless phosi€s

« Seoond Generation ; é@ital
— 1S54: North Ama@z?n Sandard - TDMA
— 1S595: CDI\/IA(@@aIcomm)
— GSM: Pan-European Digital Cellular

— DH

CT. Digital European Cordless Telephone
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Cellular Bvolution (cont)
e Third Generation: T/ CDMA

— combinesthe functions of: cellular, cordless, wireless LANS,
paging etc. O

— supports multimediaservicqg@éta, voice, video, image)

— aprogression of integraté@k\high performance systems:

(a) GPRS(for GaVI) \@6

(b) BEDGE (for GaW) . O

(0 IXRTT (for CODMA

(d) UMTS
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Cellular systems around the world
N\
\

* US systems (cont’d) @.
<
* PCS1900: Personal Comm 'Stions System, 1900 MHz band
Based on GS DCS1800
<
« CDMA2000: \

Third@&neration, digital system
Evolution of IS-95

* General: Dual-mode terminals AMPS/xxxx
Network protocol IS-41
Only AMPS national coverage, rest local
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Advance Mobile Phone System
Invented by Bell Labs, indalled

Architecture In USin 1988 ¥ Errope as TACS
— 7/21 site/sector reuse @e
— 18dB C/1
— Mobile Identity Nun MIN)
— Electronic Senal &er (ESN) PSTN
—  Network protoc’&L -

O

-
b —
..-'-’_-_——-——_-‘
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AM PS (Advance Mobile Phone Sygem):

FODMA (Frequency Div
Multiple Access): one frequency
per user channel

Fre&ty Reuse : Frequencies are not

Sg&sed in a group of 7 adjacent cells

9
x &

In each cell, 57 chanﬁe?s each for A-side and B -side carrier

respectively; about 800 channelstotal (acrossthe entire
AMPSsystem)

230



Advanced Mobile Phone System

(@) (b)

(a) Frequencies are not reused in adjacent cells.
(b) To add more users, smaller cells can be used.



Channel Categories

The channels are divided into four categories:

Control (base to mobile) to m@age the system

@o
Pagng (base to mobile&g%lert usersto callsfor
9

them

x &
Aocess (bidirecti@%l) for call setup and channel
assignment

Data (bidirectional) for voice, fax, or data
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Handoff

Handoff : Transfer of a mobile from one cell to another

Each base station constantly morji@\rsthe received power
from each mobile. )

When power drops below gi threshold, base station
asks neighbor station (wit onger received power) to
pick up the mobile, on w channel.

In APM Sthe handof&brocesstakes about 300 msec.

Hard handoff : usek must switch from one frequency to
another (noticeable disruption)

Soft Handoff (available only with CDMA): no change in
frequency.
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To register and make a phone call

When phone is switched on, it scansa preprogrammed list of
21 control channels, to find the mg%powerful signal.

It transmitsits ID number on it tc@% MSC—-which informs
the home MSC(registration | e every 15 min)

To make a call, user tran i%dest Ph # on random access
channel: MSCwill assg@ ata channel

Al the sametime I\/I@ages the destination cell for the other
party (idle phone ligens on all page channels)
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AMPS: physical layer

Radio bands .
N

— 832 duplex (paired) channels, @,
— A/B separation: 416 chan@;\g ach
— channel spacing 30 kH

QJ
O\.

up?nk downlink

824 849 869

8 (M)

(Freq Divison .
Duplex) ' 45 MHz
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AMPS: physical layer

Modulation

tratfic (voice):

control (data):

analog FM

peak deviation Af 5@ kHz

companding / e ding

pre-emphasg‘\?\ -emphasis

binar l@% (“0” — -8 kHz, 1”7 — +8 kHz)
10 k/y data rate

Miathester NRZ codin g

BCH(40,28) downlink, BCH(48,36) uplink
blank-and-burst

Supervisory Audio Tone (SAT)

5970/ 6000 / 6030 tone
co-channel separation
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Digtal Cellular: 1S54 TDMA Sygem

Second generation: digtal (as opposed to analog asin
AMPS
Same frequency as AMPS \Q
Each 30 kHz RFchannel isused.alb a rate of 48.6 kbps
— 6 TDM dlots/ RFband (2 slots Ser)
— 8 kbps voice coding
— 16.2 kbps TDM digital el (3 channelsfit in 30kHz)

O
4 cell frequency redfse (instead of 7 asin AMPS

Capacity increase per cell per carrier
— 3x416/ 4=312 (instead of 57 in AMPS
— Additional factor of two with speech activity detection.
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US Digital Cellular

Standard: USDC = D-AMPS = IS-%= IS-136 (EIA/TIA)
\

TDMA/AMPS dual-mode ter\l{ﬁal‘;

Split each AMPS FDMQ‘@@annel into six TDMA channels

Reuse of AMPS anak?g control channels: 1S-54
4

New digital control channels: IS-136
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USDC: architecture

7/21 site/sector reuse
18 dB C/1 ’<:\
Mobile Identity Number (Ml%@ ¢
Electronic Serial Numbers({:{)

Network protocol IS-41 b‘

PSTN




GV (Group Speaale Mobile)

Pan European Cellular Sandard
Second Generation: Digtal
Frequency Division Duplex (890-915 MHz Upsf®n; 935-960 MHz Downstream)

125 frequency carriers Qe

Carrier padng : 200 Khz $\\
8 channels per carrier (Narrowband=jfme Division)

Foeech coder : linear predictive~cading (Source rate = 13 Kbps)

Modulation : phase shift keying (Gaussian minimum shift keying)

Sow frequency hopping to overcome multipath fading
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GSM. Qo
@g
A\
* Groupe Spéciale Mobile S‘\
« Standard: GSM - Dggl%ﬂﬂ PCS1900 (ETSI)

 Pan-European system
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GSM: architecture

—  3/9 site/sector reuse
— 11 dBC/I

— International Mobile Subscriber Numbe @MSIITMS])

— International Mobile Equipment lder@%lMEl) PSTN
— ISDN-based network

—
L
L
Ty

-
L [
‘I-.-._ _—ﬂ




1S-95

Interim Standard 95; \'Q
@
CDMA/AMPS dual- mocg‘\&rmmalq

Narrowband CMD@?BW - 1.25 MHz)

N\
Qualcomm (1994)

(TIA)
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1IS-95: architecture

— 1/1 reuse

— Mobile Identity Number (MIN) . Q
—  Electronic Sertal Number (ESN) N\
— Network protocol IS-41 <

S‘\\ PSTN

-
-——"—

ey
"-l-
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